Propagation of ultrashort laser pulses in water: linear absorption and onset of nonlinear spectral transformation
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We study propagation of short laser pulses through water and use a spectral hole filling technique to essentially perform a sensitive balanced comparison of absorption coefficients for pulses of different duration. This study is motivated by an alleged violation of the Bouguer–Lambert–Beer law at low light intensities, where the pulse propagation is expected to be linear, and by a possible observation of femtosecond optical precursors in water. We find that at low intensities, absorption of laser light is determined solely by its spectrum and does not directly depend on the pulse duration, in agreement with our earlier work and in contradiction to some work of others. However, as the laser fluence is increased, interaction of light with water becomes nonlinear, causing energy exchange among the pulse’s spectral components and resulting in peak-intensity dependent (and therefore pulse-duration dependent) transmission. For 30 fs pulses at 800 nm center wavelength, we determine the onset of nonlinear propagation effects to occur at a peak value of about 0.12 mJ/cm² of input laser energy fluence. © 2010 Optical Society of America
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1. Introduction

Propagation of short laser pulses through water is an important research area that has recently been surrounded by a controversy concerning possible violations of the exponential attenuation law of Bouguer, Lambert, and Beer (BLB) that have been attributed to formation of femtosecond optical precursors. Optical precursors, theoretically predicted by Brillouin and Sommerfeld roughly a century ago [1], have remained largely elusive in experimental observations. As a notable exception, in recent decades precursors have been studied in media with strong and narrow absorption lines, i.e., semiconductors [2] and atomic gases [3]. Recently, optical precursors were observed while studying propagation of entangled photons through rubidium vapor [4]. However, observation of optical precursors in bulk liquids, such as water, has been a subject of substantial debate and disagreement. Choi and Österberg [5] have reported a measurement of femtosecond precursors in deionized water; in that paper, as well as in their follow-up work [6,7], Österberg and coworkers have stated that the occurrence of these precursors is associated with a violation of the exponential absorption law (BLB
law). Apparently, the subsequent controversy resulted from a misunderstanding of the connection between the existence of optical precursors and the seeming violation of the BLB law even when this law was applied to each individual spectral component separately. Follow-up studies by other groups (including ours) [8–10] have experimentally shown that at low light intensities there is no noticeable deviation from the (spectral-domain) BLB law, while a spectrally varying absorption, even in the linear regime, may indeed result in nonexponential decay of the total laser pulse energy integrated over a finite spectral band.

The original claims of BLB law violations, as well as the follow-up studies that tended to disprove those claims, focused on orders-of-magnitude deviations and discrepancies and took special care to make sure that the light field was sufficiently weak so as to avoid any possible sources of nonlinearity. Since this subject area is of substantial fundamental significance and has potential implications to such important applications as underwater communications and biomedical imaging, it warrants in our view further investigation. The scope of our present study is twofold: (1) We perform a balanced side-by-side comparison of water absorption for weak laser pulses of different duration, aiming to detect small (fraction of a percent level) duration-dependent differences. We employ a spectral hole filling technique developed by Warren and coworkers [11], where a short pulse and a long pulse (of the same spectral intensity at the same center wavelength but with opposite phase) are added coherently to produce a spectral distribution with a narrow gap (hole). In this situation, any pulse-duration dependent absorption is expected to result in “filling” of this hole. (2) We quantify the transition from linear to nonlinear pulse propagation in water.

We proceed by first reviewing the basics of our technique, and then we describe experimental results for pulses with peak intensities varied over many orders of magnitude. Electric fields of two coherent laser pulses (a short and a long one) of the same spectral intensity at the same center frequency \( \omega_0 \), but with opposite phase, add up to produce a spectrum with a hole [Fig. 1(a)], since at \( \omega_c \) the two contributions exactly cancel:

\[
E(\omega) = A \left[ \exp \left( -\frac{(\omega - \omega_0)^2}{8 \ln(2) \tau_1^2} \right) - \exp \left( -\frac{(\omega - \omega_0)^2}{8 \ln(2) \tau_2^2} \right) \right],
\]

\[
E(t) = B \left[ \exp \left( -2 \ln(2) \left( \frac{t}{\tau_1} \right)^2 \right) - \frac{\tau_1}{\tau_2} \exp \left( -2 \ln(2) \left( \frac{t}{\tau_2} \right)^2 \right) \right] \cos(\omega_c t),
\]

where \( E(\omega) \) is the spectral amplitude, \( E(t) \) is the amplitude of the electric field \( |I| = |E(t)|^2 \) is shown schematically in Fig. 1(b), and \( \tau_1 \) and \( \tau_2 \) are the intensity full width at half-maximum (FWHM) pulse durations. When the resultant waveform is sent through a linear absorbing or scattering medium, this balance will persist if the absorption is independent of pulse duration. Any absorption that would affect the longer and shorter pulses differently would inevitably destroy the perfect destructive interference at the center wavelength and result in the filling of the spectral hole.

Figure 1(c) shows a typical setup for a spectral-hole-filling experiment, where a pulse shaper is used to obtain the required waveforms, and the spectra transmitted through the sample are measured by a spectrometer.

Before proceeding further, we need to make a note on the rapid dispersion of short laser pulses in water; a detailed discussion of this phenomenon is included in Appendix A. Although a plethora of virtues of ultrashort laser pulses have been discovered, their duration depends on the medium dispersion, their spectral bandwidth, and the propagation distance. Because of the large spectral width of these pulses, we had to investigate the effect of the glass window of our water cell on the shape and duration of a pulse as it emerges from the cell window and enters the water. Our simulations (see Appendix A) show that an initial 7 fs pulse broadens significantly faster than a 30 fs pulse and becomes longer than the latter even for a 2 mm thick glass window. Therefore, in order to obtain a 7 fs pulse at the entrance of our water cell, the pulse has to be prechirped to compensate for the dispersion in the glass window. Note that a similar effect of fast pulse spreading due to dispersion also takes place in the water itself. Therefore, even though our femtosecond oscillator was capable of producing pulses as short as 7 fs, in our experiments we chose to limit the total pulse bandwidth and work with pulses of not less than 25 fs duration.

2. Experiments with Femtosecond Oscillator Pulses
To study spectral hole filling experimentally, we use an ultrabroadband mode-locked femtosecond
Ti:sapphire oscillator (Rainbow, FemtoLasers) followed by an acousto-optic programmable pulse shaper (Dazzler, FastLite) to obtain a broad, smooth spectrum with a spectral hole whose position and width can be precisely controlled. The laser oscillator produces pulses of 7 fs duration with a spectrum that extends from 660 to 980 nm; its average output power is 340 mW, and the repetition rate is 78 MHz, so that the energy per pulse is about 4 nJ. We set the Dazzler to reduce the full spectral bandwidth to 80 nm. The width of the hole is chosen to be 10 nm, and for three measurements its center is positioned at three different wavelengths, i.e., at 767 nm, 800 nm, and 827 nm [example spectra can be seen in Figs. 2(a)–2(c)]. Note that the pulse shaper is capable of compensating additional dispersion (including its own dispersion) and therefore allows synthesis of transform-limited waveforms. Assuming a constant spectral phase, we calculate pulse shapes (not shown), which indeed contain long- and short-duration components (200 fs and 25 fs, respectively), as drawn in Fig. 1(b).

The resultant shaped pulses are directed to a cylindrical glass cell (1.5 m length) containing distilled water. Laser light emerging from the water cell is focused by a lens and scatters off a white screen vibrating at a 50 Hz rate; then a fraction of it couples into a fiber and is detected by a spectrometer (USB 2000, Ocean Optics), as shown in Fig. 1(c). This configuration is used in order to make the measurement insensitive to small variations of laser beam alignment; the screen vibration reduces the possible effects of intensity speckles and diffraction that result in fluctuating modulations of the measured spectrum. We check that the reshaping of the spectra [water cell input, Figs. 2(a)–2(c), versus output, Figs. 2(d)–2(f)] is mostly consistent with linear absorption in water (which is strongly wavelength dependent), although these present experiments are not optimized for measuring the wavelength-dependent absorption as reliably as some of our earlier experiments were [10].

We vary laser power at the input of the water cell from 1 mW to 12 mW in 1 mW increments using a neutral density filter while recording the output spectra [Figs. 2(d)–2(f)]. To compare the shapes of the spectra for different input powers, we first take the data and divide each measured spectral curve by the...
corresponding input power. This procedure by itself produces curves deviating from each other by no more than the relative uncertainty of our power measurements (with the absolute experimental uncertainty of 0.1 mW, the relative uncertainty varies from 10% for 1 mW of input power to 0.8% for 12 mW). To avoid these variations due to uncertainty in the power measurements, we normalize each curve to its peak value, in order to be able to look at possible small (well less than 1%) relative variations in the resultant spectral shapes. The insets shown in Figs. 2(d)–2(f) illustrate an essential absence of a mismatch among different curves at the spectral hole wavelengths. This mismatch is less than 0.1% of the peak value and is within the spectrometer noise.

The above results, to within our precision of 0.1% showing no “hole filling,” indicate that absorption affects a 25 fs pulse exactly the same way it affects a 200 fs pulse. For a linear regime this is as expected, since new frequency components can only appear as a result of nonlinear generation. Simple estimates show that in the experiments with the oscillator pulses, we are well below intensity levels required for any nonlinear effects (i.e., self-focusing or self-phase modulation) to occur.

3. Experiments with Amplified Pulses: Transition to the Nonlinear Regime

To investigate the propagation of laser pulses in a broad range of intensities and to quantify the transition to nonlinear behavior, we used amplified laser pulses. Figure 3 shows a schematic of our experimental setup: after amplification (Femtopower multipass system from Femtolasers) a spectral hole with the central wavelength of 794 nm is produced in the pulse spectrum by placing an obstruction that blocks a narrow spectral interval in the compressor (see Fig. 3). The resultant spectrum is centered at 800 nm, and has a total bandwidth of about 70 nm and a spectral hole width of 20 nm (corresponding to 30 fs and 100 fs pulse durations, respectively). The pulse repetition rate is 5 kHz. The laser pulses propagate through a variable neutral density filter and then through a telescope, which reduces the beam size by a factor of 3 (to a waist of 2.1 mm). The collimated laser beam passes through the glass window and enters the water sample. After propagating the single-pass length of 1.15 m in distilled water, the pulses are scattered off of a vibrating white screen and measured with a fiber-coupled spectrometer, similar to the above-described experiment with laser oscillator pulses. The input power is measured by redirecting the laser beam to a powermeter (Nova II, Ophir) with a removable mirror just before the water cell.

Figure 4(a) shows the dependence of the transmitted pulse spectrum on the input power. Each curve has been normalized to the peak value of the spectrum obtained at 340 mW of input power. The curves are vertically displaced, with greater input powers corresponding to greater upward vertical displacement. It can be seen that, as input power increases, the hole begins to fill in and also shifts somewhat from the initial wavelength of 794 nm toward smaller wavelengths at higher input powers.

![Fig. 3. (Color online) Experimental setup for measuring propagation of amplified laser pulses through water. An obstruction is placed in the compressor to produce a hole in the laser spectrum. Then the pulses propagate through the water cell, and the transmitted spectra are measured by the spectrometer.](image)

![Fig. 4. (Color online) Transformation of transmitted spectra with increasing input laser power: (a) Measured spectra. To aid in visualization, each spectrum has been vertically displaced, with larger upward vertical displacements corresponding to larger input powers. The input powers for the shown spectra are, from bottom to top: 5 mW, 15 mW, 25 mW, 40 mW, 60 mW, 80 mW, 100 mW, 120 mW, 140 mW, 180 mW, 250 mW, and 340 mW. (b) Changes in the spectrum, relative to spectra expected for linear transmission and calculated by scaling the output spectrum obtained for 20 mW input power. These curves are obtained by subtracting the expected linear-transmission spectra from the actual measured spectra, dividing by the input power, and scaling relative to the peak value obtained in the 200 mW curve. The input powers shown, with increasing spectral transformation, are 40 mW, 80 mW, 120 mW, 160 mW, and 200 mW. In both (a) and (b), dotted vertical lines correspond to wavelengths of 794 nm (spectral hole center at low power), and two wavelengths at the wings of the spectrum, 758 and 836 nm.](image)
In addition, the wings of the spectrum experience broadening. Figure 4(b) shows the differential changes of the spectrum at different power levels. Each of the shown curves was obtained with the following procedure: a spectrum, calculated assuming linear behavior, is subtracted from the measured spectrum and divided by the input power; each resultant curve is then scaled relative to the obtained peak value of the curve corresponding to an input power of 200 mW. As can be seen in the figure, the energy from the intense spectral components is transferred to the hole and wings (i.e., to spectral components of low intensity) as the input power increases. We note that this behavior is reminiscent of diffusion, with a spectral diffusion coefficient increasing with the laser power.

Figure 5 shows the measured transmitted spectral intensities at three wavelengths (marked in Fig. 4 by dotted vertical lines) as a function of the input power. The three wavelengths correspond to the low-power spectral hole center (794 nm) and two wavelengths at the spectral wings (758 and 836 nm) having, at low input powers, the same spectral intensity as the hole center. At low input powers (below about 40 mW), we observe linear growth of the spectral intensities, turning to nonlinear behavior at higher input powers.

This behavior can be seen especially clearly on the logarithmic plot of the transmitted spectral intensity at the hole central wavelength of 794 nm as a function of the input power (see Fig. 6). A significant (1% compared to the peak spectral intensity) deviation from the linear behavior starts at around 40 mW power, which correspond to a peak value of 0.12 mJ/cm² of input laser energy fluence and, given the pulse durations used, to a peak intensity of about 10¹⁰ W/cm². Above input powers of 40 mW, the spectral intensity at 794 nm exhibits quadratic growth. A new drastic change in the behavior happens at around 250 mW (which corresponds, for the parameters of our experiment, to a peak input fluence of 0.73 mJ/cm²).

The quadratic power dependence may result from a third-order nonlinear mixing process (please note that second-order nonlinearities are forbidden in centro-symmetric media such as liquid water). As a likely possibility, we consider two-photon processes such as stimulated Raman scattering (SRS). At powers above 100 mW we find that the spectral hole position (the location of the minimum in the output spectrum) shifts toward shorter wavelengths; this behavior is also consistent with SRS, which converts shorter-wavelength photons to longer-wavelength ones. It should be pointed out that even though SRS is a likely process to come into play first, as the laser intensity is gradually increased, many other phenomena such as thermal lensing, self-focusing, self-phase modulation, and medium ionization all become significant at somewhat higher intensities [12–14]. In our experiment we observe an interplay of these effects at powers above 250 mW; however, detailed investigation of these phenomena is beyond the scope of our present work.

4. Conclusion

We have investigated propagation of femtosecond laser pulses with the central wavelength around 800 nm in water by employing a spectral hole filling technique. We showed experimentally and with precision of better than 0.1% that there is no pulse-duration dependent absorption for ultrashort pulses of duration around 30 fs in the linear light–matter interaction regime. We then quantified the transition of such pulse behavior from the linear to the nonlinear interaction regime, and we found that this transition occurs at around 0.12 mJ/cm². Above this value a quadratic growth of the intensity at the spectral hole was observed up to about 0.73 mJ/cm². Also, we found that as the light–matter interaction becomes increasingly nonlinear, the location of the minimum in the
output spectrum shifts toward shorter wavelengths. We suggest stimulated Raman scattering as a possible mechanism for this spectral hole filling and shifting effect. However, it should be pointed out that many other phenomena, such as thermal lensing, self-focusing, self-phase modulation, and medium ionization, can affect propagation of short and intense laser pulses in the nonlinear regime, and the detailed investigation of these mechanisms is certainly out of the scope of this paper.

The main conclusion is that no violations of the BLB law in the linear light–matter interaction regime was registered in this work. It may still be a matter of debate whether pulses of any duration, most significantly durations that are a small fraction of the vibrational periods of water molecules, will induce a violation of the BLB law; however, we can now state that none have yet been documented. As we have shown, due to dispersion, ultrashort pulses become increasingly fragile as their duration decreases, so that they can maintain their pulse duration on correspondingly decreasing distances (less than a millimeter for sub-10 fs pulses), unless a special compensation of the dispersion spreading is implemented.

Appendix A

Ultrashort femtosecond pulse broadening is investigated here. We consider sufficiently low incident laser intensities to involve only linear response of the media under study. The electric field of a pulse results from a superposition of its Fourier components:

$$E(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E(\omega) \exp[i(k(\omega)z - \omega t)]d\omega,$$  \hspace{1cm} (A1)

where we assume that the pulse is propagating in the positive $z$ direction and regard its divergence due to diffraction as negligible, $E(z, t)$ is the electric field, $\omega$ is the angular frequency, $z$ is the propagation distance in the medium, $t$ is time, $E(\omega)$ is the Fourier component (or complex spectral amplitude) of the incident pulse at the input interface of the considered dielectric medium (at $z = 0$), and $k(\omega)$ is the complex wave vector in an absorptive medium such as water. Usually, the obtainable data characteristic of the medium are the refractive index $n(\omega)$ and the absorption coefficient $\alpha(\omega)$ instead of the wave vector $k(\omega)$. The relations between $k(\omega)$, the refractive index $n(\omega)$, and the absorption coefficient $\alpha(\omega)$ are $\text{Re}[k(\omega)] = n(\omega)\omega/c$ and $\text{Im}[k(\omega)] = \alpha(\omega)/2$.

We consider the broadening of pulse duration of an ultrashort pulse passing through a glass window and a water cell. In our simulation, we use documented refractive indices of BK7 glass and water. The refractive index $n(\lambda)$ of BK 7 glass follows the Sellmeier equation [15]:

$$n(\lambda) = \sqrt{1 + \frac{B_1\lambda^2}{\lambda^2 - C_1} + \frac{B_2\lambda^2}{\lambda^2 - C_2} + \frac{B_3\lambda^2}{\lambda^2 - C_3}},$$  \hspace{1cm} (A2)

where $\lambda$ is the wavelength of light, $B_1 = 1.03961212 \mu m^{-2}$, $B_2 = 2.31792344 \times 0.1 \mu m^{-2}$, $B_3 = 1.01946945 \mu m^{-2}$, $C_1 = 6.00069867 \times 0.01 \mu m^2$, $C_2 = 2.00179144 \times 0.01 \mu m^2$, and $C_3 = 1.03560653 \times 100 \mu m^2$.

The refractive index of water is given by Quan and Fry [16]:

$$n(\lambda) = 1.31279 + 15.762\lambda^{-1} - 4328\lambda^{-2} + 1.1455 \times 10^6\lambda^{-3},$$  \hspace{1cm} (A3)

where $\lambda$ is in nanometers. This formula is verified by the experimental data of [17] in a range of 200 to 1100 nm. The absorption coefficient is obtained from the data of Kou, et al. [18] and Pope and Fry [19], which in combination cover the range from 380 to 2500 nm.

The pulse duration is defined as the full width at half-maximum (FWHM) of the pulse intensity:

$$I(z, t) = E(z, t)E(z, t)^*.$$  \hspace{1cm} (A4)

In our simulation, we assume a pulse with a duration $\tau_0$ and a carrier frequency $\omega_c$ in the form

$$E(0, t) = \frac{1}{\sqrt{2\pi}} \exp\left[\frac{-2 \ln(2)}{\tau_0^2} \right] \cos(\omega_c t).$$  \hspace{1cm} (A5)

The spectral amplitude $E(\omega)$ is obtained by the Fourier transformation of Eq. (A5):

$$E(\omega) = \exp\left[\frac{- (\omega - \omega_c)^2 \tau_0^2}{8 \ln(2)}\right] = \exp\left[-\gamma (\omega - \omega_c)^2\right].$$  \hspace{1cm} (A6)

We define $\gamma = \tau_0^2/[8 \ln(2)]$. After propagating a certain distance $z$, the phase delays between different spectral components determine the pulse broadening. Using the carrier frequency $\omega_c$ as a reference, the phase difference of $i k(\omega)z - i \omega t$ can be expressed as a Taylor expansion:

$$(izb_1 - it)(\omega - \omega_c) + \left(\frac{izb_2}{2}\right)(\omega - \omega_c)^2 + \ldots,$$  \hspace{1cm} (A7)

where $b_j = d^j k(\omega)/d\omega|_{\omega_c}$ and $j = 1, 2, 3, \ldots$. The group velocity dispersion (GVD) approximation keeps the expansion to the second order and is given by $\text{GVD} = d^2 k(\omega)/d\omega^2|_{\omega_c}$. Therefore, the value of GVD equals $b_2$. By substituting the GVD approximation into Eq. (A1), an analytic solution of the intensity envelope is obtained:

$$I(z, t) \sim \exp\left[\frac{-2\gamma (t - zb_1)^2}{4\gamma^2 + z^2 b_2^2}\right].$$  \hspace{1cm} (A8)
Since \( b_z = \text{GVD} \) and \( \gamma = \frac{r_0^2}{8 \ln(2)} \), we are led to a hyperbolic relation between the pulse duration \( \tau \) and the propagation distance \( z \):

\[
\tau(z) = \sqrt{\tau_0^2 + \left( \frac{4 \ln(2) \text{GVD}}{r_0} \right)^2 z^2}.
\]

(A9)

Shown in Fig. 7 are the simulation results obtained for pulses with initial durations of 7 and 30 fs, both centered at 800 nm.
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