Feasibility of coherent xuv spectroscopy on the 1S-2S transition in singly ionized helium
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The 1S-2S two-photon transition in singly ionized helium is a highly interesting candidate for precision tests of bound-state quantum electrodynamics (QED). With the recent advent of extreme ultraviolet frequency combs, highly coherent quasi-continuous-wave light sources at 61 nm have become available, and precision spectroscopy of this transition now comes into reach for the first time. We discuss quantitatively the feasibility of such an experiment by analyzing excitation and ionization rates, propose an experimental scheme, and explore the potential for QED tests.
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I. OVERVIEW

The study of simple hydrogenic systems has played a central role in the development of physics. Theory is highly developed for such systems and can provide extremely accurate predictions to be compared with high-precision experimental data. Prominent tests of bound-state quantum electrodynamics (QED) include, e.g., two-photon spectroscopy on atomic hydrogen [1,2], g factor measurements on hydrogen-like carbon [3] and oxygen [4], or the study of exotic systems such as positronium [5] or muonium [6].

The 1S-2S two-photon transition in singly ionized helium (Fig. 1) is a sharp resonance in a hydrogenic system (linewidth \( \Gamma = 84 \text{ Hz} \) [7]; quality factor \( Q = 1.2 \times 10^{14} \) that extends the list of simple bound systems which have high potential to accurately test fundamental theories. Especially in comparison to the very successful QED tests in hydrogen 1S-2S spectroscopy, it reveals its strengths: QED corrections of higher order, which are currently of great interest, scale in comparison to the very successful QED tests in hydrogen. This makes the study of such an experiment by analyzing excitation and ionization rates, propose an experimental scheme, and explore the potential for QED tests.

Driving the 1S-2S transition in He\(^+\) requires radiation at 61 nm. The recently demonstrated extensions of (near-infrared) frequency combs into the extreme ultraviolet (xuv) spectral region [9,10] represent the first coherent narrow-band sources for this wavelength. These first-generation sources, however, produced only 1 nW or less average power per harmonic in the xuv region. But we are witnessing rapid progress and current systems can now provide power levels approaching 1 \( \mu \text{W} \) [11,12]. In the second part of this paper (Sec. II), we therefore discuss available power levels at 61 nm.

FIG. 1. Relevant energy levels of \(^4\text{He}\(^+\). The inset shows the fine structure and Lamb shift of the \( n=2 \) levels. After two-photon excitation from the ground state, the third ionizing photon reaches 6.8 eV into the continuum.
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nm and analyze the excitation and ionization dynamics of He$^+$ for this regime. The analysis shows that spectroscopy of a small number of trapped ions with tightly focused xuv beams is currently the most promising approach. In Sec. III, we propose an experimental scheme for high-precision spectroscopy, and in Sec. IV, we explore its potential accuracy by analyzing expected systematic errors and, finally, in Sec. V, we quantitatively discuss the impact of such an experiment on QED tests.

II. EXCITATION DYNAMICS

A. xuv frequency combs

The 1S-2S two-photon resonance at 61 nm in He$^+$ (see Fig. 1) lies deep in the extreme ultraviolet about an octave beyond the LiF cutoff (~120 nm), which marks the shortest wavelength solid materials are transparent to. No continuous-wave (cw) lasers are available in this spectral region, so one has to resort to nonlinear conversion of powerful, typically pulsed, lasers or free-electron lasers. Four-wave mixing and high-harmonic generation (HHG) [13] in gaseous media are the most frequently chosen nonlinear processes. Among these approaches, HHG of a near-infrared femtosecond frequency comb is a particularly favorable approach for precision spectroscopy. Frequency combs excite two-photon transitions much like cw lasers and at the same time exhibit precision spectroscopy. Frequency combs excite two-photon transitions with two counterpropagating modes of a two-photon transition with two counterpropagating laser frequencies, whose mode frequencies are given by the frequency-comb equation $\omega_n = n\omega_c + \omega_f$, where $\omega_c$ is the frequency of the nth mode of the comb, $\omega_f$ is the repetition frequency, and $\omega_c$ is the carrier-envelope offset frequency. If two photons from a mode $\omega_n$ are in resonance $2(\omega_n - \omega_0) = \omega_0$ with the transition, then this is also the case for all other pairs of modes that lie symmetrically around $\omega_n = \omega_0/2$, for example, the sum of a red- and a blue-detuned mode, $(\omega_n - \omega_0)/2 + (\omega_n + \omega_0)/2 = \omega_0$. It can be shown [14] that for a transform-limited pulse all the modes add coherently and so the power of the entire comb contributes to the excitation of the transition. The effective linewidth is given by the linewidth of an individual comb mode, which can ultimately be as narrow as the best cw lasers [17], and not by the pulse bandwidth. Further, the ac Stark shift of the transition, an important systematic uncertainty, scales with the average power, not the peak power [18]. When the comb is scanned across the resonance, the spectrum repeats itself every half repetition rate, hence the requirement that the transition linewidth must be less than half the repetition rate. The main difference to the cw case is that the $k$ vectors of the comb modes do not necessarily all cancel each other. For an atom excited by counterpropagating, but otherwise identical pulses, this does not cause a net shift but can lead to a broadening of the line. For unbound atoms this can be understood in the time domain as time-of-flight broadening because the duration of simultaneous interaction of moving atoms with the counterpropagating pulses is limited by the pulse-collision volume, which in turn is inversely proportional to the pulse bandwidth. Trapped atoms or ions can be localized within the pulse-collision volume so this effect does not occur. Thus, with respect to two-photon transitions, frequency combs can be regarded as quasi-cw sources allowing for high-resolution spectroscopy [18,19].

Owing to the high peak intensities of femtosecond frequency combs, it is possible to shift the comb from the ir to the xuv spectral region by HHG. This process occurs when atoms interact with a laser field whose peak intensity exceeds $10^{13}$ W/cm$^2$ so that the electric field of the laser becomes comparable to the Coulomb field that binds the electron to the nucleus. In this case a small fraction of the electron’s wave function can be liberated by tunnel ionization, whereupon it is accelerated in the electric field and finally recombines emitting odd harmonics collinear with the driving laser field. In order to enable direct frequency-comb spectroscopy with these high harmonics, the following conflicting requirements have to be addressed: efficient generation of HHG requires large pulse energies and thus low repetition rates. Spectroscopy on the other hand favors well-separated modes, that is, high repetition rates.

Prior 2005 methods such as chirped-pulse amplification have been used to effectively concentrate a given average power of a laser in fewer pulses per second, thus sacrificing repetition rate for pulse energy. Typical repetition rates that allow for HHG with Ti:sapphire laser systems are in the kilohertz regime and represent a very dense frequency comb which may be considered a continuum unless the modes are stabilized to a linewidth much narrower than 1 kHz and are used to probe very narrow transitions. So far HHG with the highest repetition rate obtained by pulse selection and reamplification made use of regenerative amplifiers and reached 100 kHz [20]. In addition, high harmonics have been produced directly with a Ti:sapphire oscillator at 75 MHz, by exploiting the local field enhancement induced by resonant plasmons within a metallic nanostructure [21]. While the mode spacing would be suitable for high-resolution spectroscopy in both cases, the generated xuv power levels are currently too low for our application.

Currently the most promising route to push the repetition rates for HHG into the megahertz regime while maintaining high efficiency makes use of an enhancement resonator [9,10]. This method is similar to resonantly enhanced second-harmonic generation (SHG) that has been used for many years. However, there are extra requirements that need to be fulfilled in order to resonantly enhance all modes of the frequency comb simultaneously. First, the length of the cavity has to match the repetition rate of the laser and second, the group-velocity dispersion needs to be minimized so that the pulse retains its shape when circulating in the cavity. The collinearly generated high harmonics were extracted by total external reflection from an intracavity sapphire plate oriented at Brewster’s angle for the fundamental laser. The frequency-
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10W of xuv power [12]. In fact it may even be conceivable that future systems could be used for high-harmonic generation directly from such a laser oscillator.

Finally, one could use amplified finite pulse trains. This approach has been used successfully for xuv spectroscopy on krypton [23,24] and xenon [25]. However, the observed linewidth is limited by the length of the pulse train, and it is challenging to control pulse-to-pulse phase shifts with an accuracy suitable for high-resolution spectroscopy. For this reason an “infinite” pulse train, i.e., a frequency comb, appears advantageous. We therefore limit the discussion in the following to spectroscopy with frequency combs.

B. Power at 61 nm

We assume that the xuv frequency comb is produced by high-harmonic generation in an external enhancement cavity for femtosecond pulses. For our discussion we write the output power as

\[ P_{xuv} = P_a G \varepsilon r. \]  

The incident power of the frequency comb, denoted by \( P_a \), is enhanced in an external cavity by a factor \( G \), and converted into the xuv with a single-pass conversion efficiency of \( \varepsilon \). The latter depends strongly on peak intensity and focusing, so in total \( P_{xuv} \) scales highly nonlinearly with \( P_a \). The generated radiation is extracted from the cavity by means of an output coupler of efficiency \( r \). The first-generation setup described in Ref. [9] enhanced \( P_a = 700 \) mW in the infrared, described by an oscillator with a repetition rate of \( f_r = 112 \) MHz and a pulse length of \( t_p = 20 \) fs, by a factor \( G = 54 \), resulting in 38 W circulating in the cavity. The stored pulses were converted into the xuv with a single-pass conversion efficiency of \( \varepsilon = 2 \times 10^{-12} \) for the 13th harmonic at 61 nm. The xuv output coupler had an efficiency of 14% at that wavelength, resulting in roughly 10 pW of power extracted. As we will show in Sec. II D this is orders of magnitude short of obtaining a reasonable transition rate. In this experiment, though, the 13th harmonic was in the cutoff region and far from saturation.

Recently, two “second-generation” systems were reported that are capable of producing xuv power levels approaching 1 \( \mu \)W. In [12] a high-power (10 W) 136 MHz repetition rate Yb-fiber laser source together with a new low-dispersion out-coupling method allowed storage of 2.6 kW of 100 fs pulses. Here, the power in the 17th harmonic at 63 nm was measured to be 54 nW, a 5000-fold improvement over the power at 61 nm reported in [9]. We followed a different strategy [11] and reduced the repetition rate to 10.8 MHz. Together with careful dispersion management [26] this allowed us to observe even higher power levels near 61 nm, namely, 840 nW at the 13th harmonic. When comparing these two results the different wavelengths of the driver pulses need to be taken into account. Although longer wavelengths allow one to push the cutoff to higher energies, the harmonic yield decreases \( \propto \lambda^{-x} \), where exponents in the range of \( x = 3, \ldots, 6 \) are being discussed [27].

It is clear that more powerful femtosecond oscillators and improved enhancement cavities will lead to higher stored pulse energies and thus to higher xuv power levels. The details of the scaling of the output power as a function of the experimental parameters are quite involved, but as a general guideline we note the following:

(i) The output power of the harmonics scales with a large exponent of the peak intensity. The value of the exponent depends on the experimental parameters and has been measured to be about \( \sim 9 \) for the 11th harmonic in [9].

(ii) Looser focusing increases the interaction volume \( \propto w_0^4 \) and reduces the adverse Guoy phase shift \( \propto w_0^2 \), where \( w_0 \) is the Gaussian beam waist. In fact, it has been shown that the conversion efficiency scales as \( \varepsilon \propto b^3 \propto w_0^2 \) [28], where \( b \) is the confocal parameter of the focused ir beam.

(iii) Single-pass conversion efficiencies on the order of \( 10^{-7} \) are reported to be typical for HHG in a gas jet using chirped-pulse amplifier (CPA) systems [13], with records reaching up to \( \varepsilon \sim 3 \times 10^{-4} \) [29] for the 13th harmonic. This shows that even slight improvements can lead to orders of magnitude higher output, owing to the nonlinearity of the process. Generally speaking, the xuv output is maximized by optimizing the system such that an intensity in the range \( 5 \times 10^{13}-10^{14} \) W/cm\(^2\) is obtained with the largest possible focus.

For spectroscopy the focused average intensity is the relevant parameter, not the power. Previous experiments have shown that HHG radiation is typically emitted in a (near-) diffraction-limited beam [13]. The high beam quality and the short wavelengths therefore allow tight focusing in principle, but will probably be limited by the surface accuracy of the mirrors used. Typical manufacturer specifications are around \( \lambda / 10 \) at 633 nm [30], which corresponds to only \( \sim \lambda \) at 61 nm. Nonetheless, in Ref. [31] the 27th harmonic of a Ti:sapphire femtosecond laser at 29.6 nm was focused down to 1 \( \mu \)m spot size using an off-axis paraboloid with a surface accuracy of \( \lambda / 8 \) at 633 nm. The spot size exceeded the diffraction limit in this case only by less than a factor of 2.

Since virtually all materials absorb significantly around 60 nm, delivering the xuv beam from the source to the He\(^+\) ion with low loss presents a challenging task. First, the diverging xuv beam has to be directed and focused on the ions. To our knowledge, the highest reflectivity normal-incidence mirrors for 61 nm reported so far are Bi\(_2\)C-Ir multilayers that reflect only about 33% [32]. The use of grazing incidence mirrors reduces losses significantly and also allows tight focusing, but is experimentally more demanding. With arrangements of two orthogonal grazing incidence elliptical mirrors such as the Kirkpatrick-Baez design [33], diffraction-limited focusing of x rays at the 100 nm level has been achieved [34]. Second, from the xuv spectrum generated, one might want to isolate the desired wavelength to suppress ionization and ac Stark shifts from the strong ir and other harmonics. This could be done, e.g., by replacing a beam steering or collimation mirror with a toroidal grating. An

052505-3
elegant alternative is to place the grating inside the HHG cavity as a replacement for a Brewster window as described above [12]. A thin aluminum foil is an interesting alternative to diffraction optics, which acts as a bandpass in the region of 17–83 nm, although the transmission is very low, only about 10% at 60 nm for 150 nm thickness [35]. Finally we note that if the experiment is performed on trapped ions, as our analysis in Secs. II D and III suggests, two vacuum chambers at unequal pressures need to be connected: An ultrahigh vacuum chamber housing the ion trap ($\approx 10^{-10}$ mbar) and the xuv generation chamber which is at much higher pressure due to the gas jet ($\approx 10^{-6}$ mbar).

Depending on the available xuv power, very simple to highly complex “beam lines” can be thought of. In a simple approach two normal-incidence off-axis paraboloids collimate, direct, and focus the xuv light on the He$^+$ ions, and a thin aluminum foil provides coarse wavelength selectivity and acts as a physical barrier between the vacuum systems. However, this way only about 1% of the power is delivered to the ion. Sophisticated grazing incidence focusing elements with a windowless connection by differential pumping can improve the efficiency by more than an order of magnitude.

In our calculations we assume transform-limited pulses. However, the xuv pulses may posses a temporally varying carrier phase due to the HHG process itself. The largest contribution is expected to be a negative linear chirp [36]. The impact on the excitation rate depends on the details of the spectral phase and is therefore difficult to predict. In case the effect will turn out to significantly reduce the excitation rate, it is possible to precompensate the spectral phase, e.g., by shaping the ir driver pulse accordingly [37], although this will reduce the achievable peak power in the ir and thus the xuv power.

The $10^4$-fold improvement from the first- to second-generation cavity-assisted HHG sources and the highly nonlinear response to the stored power raise hope that further significant improvements can be expected. In total, it does not seem unrealistic to expect time-averaged intensities exceeding $10^7$ W/m$^2$=10 $\mu$W/\mu m$^2$. For example, $P=10 $\mu$W$ focused down to $w_0=0.5 $\mu$m yields $I=2P/\pi w_0^2=25 $\mu$W/\mu m^2$ on axis.

C. Excitation dynamics

We model the He$^+$ ion as an open two-level system including spontaneous decay and ionization. The latter is important since any hydrogenic system excited from the ground state to a $nS$ or $nD$ state with two photons may be ionized by a third photon of the same laser field. As explained in Sec. II A we treat the xuv comb as a cw laser with the same time-averaged power [14].

From a master equation for the two-level density matrix $\rho$, we derive, after applying the rotating wave approximation, the following set of equations for the ground- ($\rho_{11}$) and excited-state ($\rho_{22}$) populations and coherences ($\rho_{12}=\rho_{21}^*$, for a detailed discussion, see Ref. [38]):

$$\dot{\rho}_{11} = -\Omega \text{Im}(\rho_{12}) + \gamma_i \rho_{22}, \quad (2a)$$

TABLE I. Various physical quantities (two-photon Rabi frequency coefficients, ionization width coefficients, ac Stark coefficients, and spontaneous decay constants), which are related to atomic structure used in the calculations [38] for He$^+$ 1S-2S spectroscopy. We follow the conventions of Ref. [38].

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{12}$</td>
<td>$2.30164 \times 10^{-6}$ Hz W$^{-1}$ m$^2$</td>
</tr>
<tr>
<td>$\beta_{10}$</td>
<td>$7.51609 \times 10^{-6}$ Hz W$^{-1}$ m$^2$</td>
</tr>
<tr>
<td>$\beta_{ac}$</td>
<td>$1.04236 \times 10^{-5}$ Hz W$^{-1}$ m$^2$</td>
</tr>
<tr>
<td>$\gamma_i$</td>
<td>526.72 rad s$^{-1}$</td>
</tr>
</tbody>
</table>

$$\dot{\rho}_{12} = -i\Delta \omega \rho_{12} + \frac{i\Omega}{2} (\rho_{11} - \rho_{22}) - \frac{\gamma_i + \gamma_f}{2} \rho_{12}, \quad (2b)$$

$$\dot{\rho}_{22} = \Omega \text{Im}(\rho_{12}) - (\gamma_i + \gamma_f) \rho_{22}. \quad (2c)$$

Here, $\Omega$ is the two-photon Rabi frequency defined as

$$\Omega = 2(2\pi \beta_{12}) I, \quad (3)$$

where $\beta_{12}$ denotes the squared transition matrix element and $I$ is the total (time-averaged) intensity sampled by the ion (we follow the notational conventions and the normalization of the matrix elements as used in Ref. [38]). The coefficients $\gamma_i$ and $\gamma_f$ describe the dampings due to spontaneous decay and ionization losses from the 2S state, respectively. We assume that the transition is driven by two laser fields of equal frequency, so the ionization rate reads

$$\gamma_i = 2\pi \beta_{10} I. \quad (4)$$

Here, we once again treat the comb like a cw laser. This is justified by the fact that the ionization cross section varies only slightly over the bandwidth of a typical pulse whose duration is on the order of 10 fs. The detuning $\Delta \omega$ finally is defined as

$$\Delta \omega = 2\omega_L - \omega_{12}, \quad (5)$$

where $\omega_L$ is the frequency of the laser field. For a more comprehensive study of the line shape and systematic effects, one can include other contributions from, e.g., the ac Stark shift or the second-order Doppler shift in the detuning.

The numerical values related to atomic structure used in the calculations are collected in Table I.

D. Rates

The optical Bloch equations [Eqs. (2a)–(2c)] were solved numerically [39] for zero detuning (neglecting the ac Stark shift) for an average intensity of 10 $\mu$W/\mu m$^2$ at 61 nm. The excitation and ionization probabilities as a function of interaction time are plotted double logarithmically in Fig. 2. The graph shows a few notable features. First, no Rabi oscillations can be seen, since the system is strongly damped by spontaneous decay and ionization. For sufficiently long interaction times, the He$^+$ ion will be ionized with unity probability. For short interaction times the curves show a slope of 2 for excitation and 3 for ionization, as expected for a two-photon and a three-photon process, respectively. In view of a
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FIG. 2. Excited- (solid line) and ionized-state (dashed line) populations as functions of interaction time $t_0$ for an He$^+$ ion illuminated by an average intensity of 10 $\mu W/\mu m^2$ at 61 nm. We describe the 1S-2S two-photon transition including the ionization channel, as given by Eq. (2), and employ a three-level scheme consisting of the 1S ground state, the 2S excited state, and a continuum state.

The spectroscopy experiment, an important result is that excitation is always accompanied by ionization.

It may be more convenient to express this in terms of “rates.” However, this is a poorly defined quantity when dealing with high intensities and/or long interaction times. We therefore define a rate with the following experimental procedure in mind: a single ion interacts with the exciting laser field for a given time $t_0$. Then, the ion’s state is analyzed whereupon the ion is reinitialized and a new cycle begins. In general, there will be a dead time $t_d$ per cycle, e.g., because the excited state needs to be quenched or, in the case of a trapped ion, it needs to be recooled. In total, $f=1/(t_0+t_d)$ experiments may be performed per second. Multiplying $f$ with the excited- or ionized-state occupancy at $t_0$ given by $[\rho_{22}(t_0)]$ or $[1-\rho_{11}(t_0)-\rho_{22}(t_0)]$, respectively, gives the experimental rates in hertz. For each intensity $I$ and dead time $t_d$, there is an optimum interaction time $t_0^*(t_d,I)$ that maximizes either the excitation or the ionization rate. To give an example, such an optimization is depicted in Fig. 3 for an intensity of 10 $\mu W/\mu m^2$. We use the idealized assumption that there is no dead time; that is, we set $t_d=0$. Therefore, the resulting rates are upper limits on rates that actually may be observed.

FIG. 3. Optimization of the interaction time $t_0$ with the exciting laser field to maximize either the excitation rate (solid line) or the resonant three-photon ionization rate (dashed line). The dead time is set to zero and the laser intensity is assumed to be 10 $\mu W/\mu m^2$.

To determine the maximum excitation and (resonant) ionization rates as functions of available average intensity, we numerically calculate $t_0^*(t_d=0,I)$ and the corresponding rates for a range of intensities as discussed above. The result is shown in Fig. 4. Because we set $t_d=0$, the excitation rate does not saturate at the maximum fluorescence rate given by the lifetime of the 2S state in He$^+$ ($\frac{1}{2}\Gamma=42$ Hz). This limit can indeed be overcome in practice by, e.g., reducing the lifetime of the excited state by a perturbing dc electric field (quenching). In order to put the data plotted in Fig. 4 into perspective, we note that an ionization rate of 1 Hz requires an intensity of 2.3 $\mu W/\mu m^2$, which may be obtained, e.g., by focusing 0.9 $\mu W$ average power at 61 nm down to $w_0=0.5$ $\mu m$.

III. EXPERIMENT

In this section we discuss possible realizations of a precision spectroscopy experiment on the 1S-2S transition in He$^+$. The results from Sec. II show that the currently available xuv power levels make tight focusing down to <10 $\mu m$ and long interaction times necessary to achieve signal rates in the range of $\sim1$ Hz. Furthermore, typical xuv pulses have a duration of roughly 100 fs or shorter, which corresponds to a spatial pulse length of (only) $\sim30$ $\mu m$. If the He$^+$ ion is excited with anticolonlinearly propagating pulse trains, the interaction volume (given by the pulse collision-volume) will be very small. These requirements on localization and long interaction times are most conveniently fulfilled by a sample of cold trapped He$^+$ ions. Therefore, we restrict our discussion for the remainder of this paper to the spectroscopy of a small number of He$^+$ ions trapped in a linear rf trap.

A. Cooling

Cooling He$^+$ ions directly is not straightforward. Laser (Doppler) cooling requires a fairly strong (preferably dipole) cycling transition. In He$^+$, the longest wavelength cycling transition is the 1S-2P transition at 30 nm. However, no narrow-band (cw) source suitable for cooling is available or in sight for this wavelength [40]. This problem can be solved by introducing a second, easy to cool, ion species into the trap, which sympathetically cools the He$^+$ ions. The mass of the cooling ions should be as close as possible to the mass of the He$^+$ ions, (i) to ensure efficient motional coupling and (ii)
to be able to operate the rf trap with convenient parameters. By convenient we mean that the (Mathieu) \( q \) parameter of the rf trap is in the range of 0.05 < \( q \) < 0.6. This dimensionless parameter determines the dynamics of the trapped particle and reads \( q = \frac{20U_{rf}}{U_{0}^{0.5}} \), where \( Q \) and \( m \) are the charge and mass of the ion, \( U_{rf} \) and \( \Omega \) are the rf amplitude and angular frequency and \( r_{0} \) is the size of the trap, defined as half the distance between (hyperbolic) electrodes. Since \( q \) is inversely proportional to the mass, this implies that the cooling ion’s mass should be smaller than 48 amu. Therefore, \( \text{Be}^{+} \), \( \text{Mg}^{+} \), and \( \text{Ca}^{+} \) appear to be good choices. Especially \( \text{Mg}^{+} \) is an interesting candidate, since light for the cooling transition near 280 nm can be provided by quadrupling an Yb-fiber laser at 1120 nm in two SHG stages [41].

B. Detection

The vast majority of absolute frequency measurements on single ions utilize shelving (as a “quantum amplifier”) [42] in order to detect transitions on narrow lines. Spectroscopy on the \( ^{1}S_{0,3}^{3}P_{0} \) clock transition of \( \text{Al}^{+} \) is a notable exception [43], and methods adopted from quantum computing were used for readout in this case. The \( \text{He}^{+} \) ion also lacks a suitable shelving transition, again because no appropriate 30 nm source is available to date. Direct detection of fluorescence from the 2S-1S two-photon decay appears not to be viable. The natural fluorescence rate of \( \frac{1}{\tau_{f}} = 42 \) Hz is very low in conjunction with typical detection efficiencies of \( 10^{-3} \) (including the limited solid angle covered by a typical detector) and photomultiplier dark count rates exceeding 10 Hz. In addition, the two photons emitted by the 2S state are in general of unequal wavelength and are, furthermore, not emitted back to back [44]. The situation could be improved by quenching the excited state. This leads to a higher rate and to a well-defined photon energy but on the other hand increases the linewidth and introduces systematic uncertainties. Applying a quantum logic readout scheme similar to the \( \text{Al}^{+} \) experiment would be possible in principle too. But this presents a significant experimental effort (including ground-state cooling) and ionization complicates this approach further. However, the significant ionization probability itself can be utilized to our advantage, that is, for detection. Using the production of \( \text{He}^{2+} \) ions as signature has the advantageous property that unlike an emitted photon the ion can be stored and detected with an efficiency approaching unity and very low background. Furthermore, it is possible to enhance the expected ionization rate beyond the results discussed in Sec. II D by an additional laser.

In a condensed form, the main steps of our proposed experimental procedure read as follows: (i) trap a cold mixed ion crystal, composed of \( \text{He}^{+} \) and coolant ions; (ii) attempt to excite \( ^{1}S-^{2}S \) with the xuv comb; (iii) if successful, \( \text{He}^{2+} \) will be produced; (iv) detect \( \text{He}^{2+} \) by excitation of its unique secular frequency; and (v) step frequency of xuv comb and repeat.

In particular, consider a crystal of two trapped ions, one \( \text{He}^{+} \) and one cooling ion. The ion trap is operated at a (Mathieu) \( q \) parameter chosen such that all three involved species, the coolant ion and \( \text{He}^{+} \) and \( \text{He}^{2+} \), are within the stability range of the trap. If \( \text{Mg}^{+} \) is used as a coolant ion, this could be realized by choosing, e.g., \( q_{\text{Mg}^{+}} = 0.05 \) and therefore \( q_{\text{He}^{+}} = 0.3 \) and \( q_{\text{He}^{2+}} = 0.6 \). The trapped ions oscillate around the trap center with two frequencies: a fast quiver with the trap frequency \( \Omega \) and a slow charge-to-mass ratio-dependent oscillation, called secular frequency \( \omega_{\text{sec}} \sim q \Omega / \sqrt{8} \). A successful \( 2S \) excitation will produce a \( \text{He}^{2+} \) ion with a certain probability which will (radially) oscillate at twice the secular frequency at which the singly charged \( \text{He}^{+} \) ion did. When we apply an additional perturbing dipolar electric field, we can excite this motion and thus heat the crystal, which in turn will change the fluorescence of the cooling ion. This method, called secular excitation, is routinely used in diagnostics of trapped ions [45]. It might also be sufficient to simply observe a change in the position of the cooling ion due to the \( \text{He}^{2+} \) ion. A further alternative is to operate the ion trap such that both \( \text{He}^{+} \) and the coolant ion are confined, but \( \text{He}^{2+} \) will be expelled and can be detected immediately by, e.g., a channeltron.

We would like to emphasize that the proposed detection scheme is essentially background free. If the detection via secular excitation is error free, only very unlikely events can create a false positive. A true positive event, that is, a \( Q/m = \frac{1}{2} \) ion disappears and a \( Q/m = \frac{1}{2} \) ion appears instead, may be mimicked only by such rare events as the collision of an \( \text{He}^{+} \) ion with an \( \text{H}^{2+} \) ion from the background gas, where the \( \text{He}^{+} \) ion is ejected and in exchange the hydrogen molecular ion is trapped. This is important in view of the feasibility of the experiment since the expected signal (ionization) rates are in the hertz range or below, and sensitivity is generally limited by the background.

In the proposed spectroscopy scheme, the clock ions are lost due to ionization, so frequent reloading will be necessary. This could be realized by using a linear trap with multiple segments. Two segments serve as reservoirs and store a large number of \( \text{He}^{+} \) and coolant ions, respectively. Specially designed electrodes transport the ions to a further segment where the two species are merged and the spectroscopy is performed [46], possibly automated by a computer. Alternatively, the \( \text{He}^{2+} \) ions can be “recycled” to \( \text{He}^{+} \) by purging the trap chamber with a short burst of neutral helium gas. Then, charge exchange collisions of the following type can take place:

\[
\text{He}^{2+} + \text{He} \rightarrow 2\text{He}^{+}.
\] (6)

The rate of this type of reaction has been determined to be \( 4.4 \times 10^{-14} \) cm\(^3\)/s for low-energy collisions at 300 K [47]. A charge-exchange rate of 1 Hz thus requires a \( \text{He} \) pressure of \( 10^{-5} \) mbar.

C. Excitation geometry

Due to the low expected transition rate per ion, the question arises as to whether one can take advantage of the large particle numbers (\( N \sim 10^{6} \)) ion trap can store. Aiming at precision spectroscopy though, only ions in field-free regions of the trap are useful. In a spherical Paul trap this is only one point in space, in a linear trap the axis with no rf confinement. Outside these regions, ions are subject to oscillating
electric quadrupole fields which cause several adverse effects, including ac Stark shifts, second-order Doppler shifts, and a reduction of the lifetime of the excited state by quenching [48]. In the following, we will therefore discuss whether one can benefit from exciting a string of ions in a linear Paul trap rather than working with single ions.

In general, a two-photon transition can be excited either anticollinearly by two counterpropagating photons or collinearly by two copropagating photons. Both processes are described by the same matrix elements, although in the first case the line is free of first-order Doppler and recoil shift, whereas in the second case the line will be broadened and shifted. For unbound atoms excited by counterpropagating beams, this implies that the absorption spectrum consists of a Doppler-broadened pedestal from collinear excitation and a sharp Doppler-free peak in the center. For trapped ions this picture is modified. We will discuss the two contributions separately and also address differences that arise from the orientation of the xuv beams relative to the trap axis, axial or radial.

1. Anticollinear excitation

   a. Radial anticollinear excitation. In a radial anticollinear excitation geometry, the xuv beams are oriented antiparallel and perpendicular to the (linear) trap axis. For both collinear and anticollinear radial excitation, simple scaling arguments show that the ionization rate is maximized by focusing down to a single ion. For a three-photon process, the rate scales as \( \propto \omega_0^{-6} \), where \( \omega_0 \) is the waist size, but the number of interacting ions is proportional to \( \omega_0 \). In total, the rate is thus proportional to \( \omega_0^{-5} \). Numerical studies outside the regime where this scaling is valid support this statement. The resulting rates are therefore given by the rates for a single ion as shown in Fig. 4.

   b. Axial anticollinear excitation. In an axial anticollinear excitation geometry, the xuv beams point along the direction of the axis of dc confinement of the Paul trap, which is parallel to the ion chain. In this case the total rate is enhanced over the radial case simply by the number of He\(^+\) ions in the pulse-collision volume, which is limited by the spatial pulse length and reads \( \ell = 2c\tau \), where \( \ell \) is the length of the collision volume and \( \tau \) is the pulse duration. The number of He\(^+\) ions that can be located in this volume depends on the trapping parameters and cannot be determined analytically. In practice, one considers a given trap with a maximum radial confinement strength described by the radial secular frequency \( \omega_r \). To maintain a linear string of ions and prevent breakup into more complicated (e.g., zigzag) structures, the axial confinement \( \omega_\alpha \) needs to be weaker than the radial by a factor that depends on the number of ions \( N \). This factor has been determined by several authors with different methods, including numerical studies, experimental determinations, and thermodynamical considerations. A recent theoretical result of the latter type which is in good agreement with experimental data reads \( \omega_\alpha = 5 \omega_r N^{-1/\ln N} \) [49]. For a given number of ions \( N \) and corresponding axial confinement \( \omega_\alpha \), the equilibrium positions are then determined numerically by minimizing the potential energy [50]. Figure 5 shows the length of an ion chain as a function of ion number in a rather steep trap with a radial secular frequency of \( \omega_r = 2\pi \times 10 \) MHz for He\(^+\).

   In this case, 30 fs xuv pulses can interact with up to 6 He\(^+\) ions. The length of the chain may of course be reduced by tighter confinement, although one gains only proportional to \( \omega_\alpha^{-3/2} \).

2. Collinear excitation

For an unbound atom or ion a Doppler-broadened spectrum would be observed, which would limit the spectroscopic accuracy. In the resolved-sideband limit of a trapped ion, the situation is quite different, that is, if the secular frequency of the ion exceeds the linewidth of the transition. In this case, the absorption spectrum consists of a Doppler- and recoil-free carrier with sidebands separated by the secular frequency. All sidebands are of natural linewidth and, for average motional quantum numbers \( \hbar \gg 1 \), lie under an envelope given by Doppler broadening. The center of gravity of the envelope will be shifted by the angular recoil frequency of \( \omega_\text{rec} = \hbar (2k)^2 / 2m_{\text{He}} = 2\pi \times 54 \) MHz to the high-frequency side of the spectrum. Note that here as well as in the following, the angular wave number \( k \) is multiplied by an extra factor of 2 because two photons are absorbed. The resulting recoil frequency is 2 orders of magnitude larger than in typical spectroscopy experiments on trapped ions, which is the reason why the resulting spectra may appear unfamiliar. Precise spectroscopy can therefore be performed either on the carrier or, if the secular frequency and the order of the sideband are well known, on one of the sidebands. This allows circumvention of the intricate alignment of the xuv beams in anticollinear excitation by simply exciting the He\(^+\) ion with...
one xuv beam only. Further, the interaction volume will not be limited by the xuv pulse length anymore, but roughly by the confocal parameter of the focused beam. If, for example, the xuv beam is focused to $w_0=1 \ \mu\text{m}$ the Rayleigh length is $2\pi w_0^2/\lambda=103 \ \mu\text{m}$. For pulses shorter than 172 fs, this allows one to address more ions simultaneously. The downside is an overall reduction of the rates and an absorption spectrum featuring a larger number of motional sidebands. In the following we will quantify these statements.

The spectrum is calculated as follows. The interaction between the light field and the motional state is characterized by the dimensionless Lamb-Dicke parameter $\eta$, which measures the extent of the ion’s ground-state wave packet relative to the wavelength

$$\eta = 2kx_0 = 2k \sqrt{\frac{\hbar}{2m\omega_{\text{rec}}}} = \sqrt{\frac{\omega_{\text{rec}}}{\omega_s}}.$$  \hspace{1cm} (7)

The extent of the ground-state wave packet is denoted by $x_0$, $m$ is the ion’s mass, and $\omega_s$ is the secular frequency of the ion. Unlike the usual definition, an extra factor of 2 accommodates the fact that two photons are absorbed. The matrix element for transitions between motional Fock states $|n\rangle$ due to the interaction with the laser reads [51]

$$\langle n'|e^{i2\pi \tilde{a}^{\dagger}}|n\rangle = \langle n'|e^{i\eta \tilde{a}^{\dagger}}|n\rangle \right|_{\text{osc}} = e^{-\eta^2/2} \eta^{n-n'} \sqrt{\frac{n+1}{n+1}} \right|_{\text{osc}}^{n-n'} \right|_{\text{osc}} \eta^2,$$ \hspace{1cm} (8)

with the common creation and annihilation operators for the ions’ vibration. Further, $n_\text{osc} = \min(n,n')$, $n_\text{osc} = \max(n,n')$, and $L$ denotes the generalized Laguerre polynomial. The sideband spectrum is then obtained by summing the squared matrix elements over all possible initial and final states, where the initial states are weighted according to their population [52],

$$\kappa(\Delta \omega) = \sum_{E_n-E_0=\hbar\Delta \omega} \langle n'|e^{-i\eta \tilde{a}^{\dagger}}|n\rangle^2 P(n).$$ \hspace{1cm} (9)

The sum over all sideband strengths $\kappa$ equals 1. The effect on the excitation dynamics is to reduce Rabi frequency equation (3) to

$$\Omega = \kappa 2(2\pi \beta_1/\lambda)L.$$ \hspace{1cm} (10)

The ionization rate remains unchanged. If the ion is in a thermal state, e.g., after cooling, the distribution $P(n)$ reads

$$P(n) = \exp \left( -\frac{\hbar \omega_s}{k_BT} \right) \left[ 1 - \exp \left( -\frac{\hbar \omega_s}{k_BT} \right) \right],$$ \hspace{1cm} (11)

where $k_B$ is the Boltzmann constant.

It is straightforward to generalize this treatment to strings of $N$ ions (closely following Ref. [52]). In a first step, a particular ion string is specified, which can also include cooling ions (e.g., a string consisting of He*, He*, Mg*, He*). Then, for a given confinement strength, which is specified by the secular frequency of a single ion [which equals the frequency of the center-of-mass (c.m.) mode for an arbitrary number of ions], the positions, eigenmodes $\beta^j$, and corresponding eigenfrequencies (secular frequencies) $\omega_s^j$ are determined [50]. Here, $\alpha$ enumerates the $N$ eigenmodes. The vector $\beta^j$ of length $N$ contains the oscillation amplitudes and relative phases of ion $j$ and mode $\alpha$. Next, the Lamb-Dicke parameter is generalized, so it reads for the $j$th ion and mode $\alpha$ as

$$\eta^j = 2k \tilde{a}^{\dagger} \sqrt{\frac{\hbar}{2m_j \omega_s^j}}.$$ \hspace{1cm} (12)

This takes not only the different secular frequencies of the modes into account, but also the various oscillation amplitudes $\beta^j$, which depend on the mode $\alpha$ and the ion number $j$. Consider, e.g., the “stretch” mode of a string of three ions of equal mass. In this case, the center ion will be at rest, so its motion will not couple to the light field, as opposed to the outer ions. The motional state vector $|n\rangle$ is replaced by $|n\rangle = |n_1,n_2,…,n_N\rangle$. With these generalizations, absorption spectra are calculated in close analogy to the single-ion case:

$$\kappa(\Delta \omega) = \sum_{E_n-E_0=\hbar\Delta \omega} \langle n'|e^{-i\eta \tilde{a}^{\dagger}}|n\rangle^2 P(n).$$ \hspace{1cm} (13)

The argument of the sum is a product over all eigenmodes $\alpha$. The sum itself extends over all ions $j$ and combinations of $|n\rangle$ and $|n'\rangle$. For a given trap storing a string of ions one can choose between radial or axial collinear excitation, where “radial” means that the laser propagation direction is perpendicular to the trap axis. It is not immediately clear which orientation yields higher rates.

a. Radial collinear excitation. Figure 6 shows a calculated sideband spectrum of a radially excited tightly confined He* ion with a secular frequency of $\omega_s=2\pi \times 10$ MHz. In one case it is assumed to be cooled to $T=1 \text{ mK}$, which corresponds to the Doppler cooling limit of Mg*. In the other case it is assumed to be cooled to the ground state of motion. As expected, the spectrum of the ion cooled to the ground state is narrower and exhibits stronger individual components. Remarkably, the carrier is stronger for the warmer ion. This is due to the fact that the entire spectrum is shifted by the recoil frequency of $\omega_{\text{rec}}=2\pi \times 54$ MHz, because the ion’s confinement is weak in comparison to the recoil energy ($\omega_s < \omega_{\text{rec}}$). For very low temperatures, the distribution of

FIG. 6. Sideband spectrum of a collinearly excited He* ion with a secular frequency of $\omega_s=2\pi \times 10$ MHz. The vertical line indicates the recoil frequency of 54 MHz. Circles and squares indicate whether the ion is assumed to be cooled to the ground state of motion or to 1 mK, respectively.
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sidebands becomes so narrow that the carrier diminishes. For increasing temperatures, the distribution will broaden and flatten so the carrier will become weaker, too. Incidentally, the chosen temperature of 1 mK is near the optimum temperature for which the carrier is maximal \( T_{\text{opt}} = 1.3 \ \text{mK} \) for these parameters. In a steeper trap, the absorption spectrum will consist of less and stronger sidebands. In the trap with the highest secular frequencies reported so far \([45]\), \(^7\)Be\(^+\) ions were confined with secular frequencies of up to 50 MHz. The magnitude of the strongest sideband as a function of the secular frequency is shown for an ion cooled to 1 mK and cooled to the ground state in Fig. 7. We chose the strongest component and not the carrier, since the expected rates are already rather low, and assuming that the secular frequency can be determined sufficiently precise so it will not limit the overall accuracy.

This shows that collinear excitation reduces the Rabi frequency in this example by a factor of 5–10, which has to be compensated for by either five to ten times more xuv power or two to three times tighter focusing to achieve the same rate as in anticollinear excitation.

b. Axial collinear excitation. In this orientation, despite tight focusing, a number of ions can be addressed simultaneously, whose number is in principle only limited by the confocal parameter of the focused xuv beam. On the other hand, as pointed out in Sec. III C 1, the secular frequency is weaker in this direction. For clarity, however, we have studied absorption spectra of ion chains with constant axial trap stiffness, to be able to discriminate the effect of the greater number of ions and the reduced secular frequencies.

Figure 8 shows an absorption spectrum of two He\(^+\) ions cooled to 1 mK with a center-of-mass frequency of 10 MHz. It consists of a rather dense collection of sidebands, none of which is more intense than the strongest component in the spectrum of a single He\(^+\) ion (Fig. 6). This rather counterintuitive result (two ions exhibit no stronger component than a single ion) can be understood as follows: the sum of all sideband strengths in relative units equals the number of ions \([53]\). But it turns out that if the number of ions is increased, the number of sidebands increases much more rapidly. This is because sidebands are not limited to integer multiples of the \( N \) different mode frequencies of the string, as one may tend to expect, but can also occur at sums and differences of integer multiples of the frequencies, as long as energy conservation is fulfilled. In a string of two ions, for example, not only the c.m. or the stretch mode can be excited individually, but also any combination. Since the frequencies of the eigenmodes are incommensurate, this results in a dense grid where sidebands can occur in principle. The number of sidebands depends on the definition of how intense a component needs to be to be included. If, for example, all sidebands are counted that exceed 1% of the strongest component, a string of five He\(^+\) ions confined in a \( \omega_{\text{res}} = 2 \pi \times 10 \ \text{MHz} \) trap and cooled to 1 mK exhibits 2348 sidebands. This is illustrated in Fig. 9.

We also studied the influence of cooling ions in the string. It turns out that this does not improve the spectrum: the additional cooling ions cause more sidebands without contributing to the signal. An example is shown in Fig. 10 for an ion string consisting of two He\(^+\) and one Mg\(^+\) ion, cooled to 1 mK. As mentioned before, all these spectra have been calculated for constant axial confinement. In a real experiment with given radial confinement, the axial secular frequency needs to be reduced as the number of ions increases to maintain a linear string. The resulting spectra will therefore be even denser with weaker individual components.
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IV. SYSTEMATIC UNCERTAINTIES

In order to illustrate the potential accuracy of a high-
precision spectroscopy experiment on He+, we estimate some
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yields higher rates and clearer spectra than axial collinear
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10% by the selection of a particular sideband. The dynamics
is slightly different, because the 1S-2S Rabi frequency is
reduced, but the ionization cross section remains unchanged.
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FIG. 10. Same as Fig. 8 except one Mg+ cooling ion was added.

FIG. 11. Maximum excitation (solid line) and ionization rates
(dashed line) for one collinearly excited He+ ion. The Rabi
frequency has been reduced to 10%. Since the ionization cross
section remains unchanged, the dynamics is slightly different from that in
Fig. 4.
If we assume a time-averaged laser intensity of 10 \( \mu \text{W}/\mu\text{m}^2 \), the ac Stark effect shifts the observed line center by

\[
\Delta \nu_{\text{ac}} = \beta_{\text{ac}} \nu = 100 \text{ Hz.} \quad (18)
\]

This contribution is, however, no fundamental limitation, since the measured frequency of the line center can be extrapolated to zero laser intensity after having been recorded for a range of intensities.

Shifts due to external magnetic fields cancel to first order if a \( \Delta n = 0 \) component is measured because the Landé \( g \) factors of all \( S \) states are identical. However, if we include higher-order corrections we find that the \( g \) factors of the ground and excited \( S \) states differ slightly. The dominant contribution to the dependence of the \( g \) factor on the principal quantum number is given by the following well-known leading term in the \( Z \alpha \) expansion of the Breit formula for the bound-electron \( g \) factor for \( S \) states. This leads to a magnetic-projection-dependent Zeeman energy shift of [56]

\[
\Delta E = 2 \mu_B B m_j \left[ 1 - \frac{1}{3} \left( \frac{Z \alpha}{n} \right)^2 \right], \quad (19)
\]

where \( \mu_B \) is the Bohr magneton, and \( m_j = \frac{-1}{2}, \frac{1}{2} \) is the spin projection on the axis of the magnetic field \( B \). This residual Zeeman effect shifts the magnetic-field–insensitive components by 0.7 Hz in a field of 10 G, leading to a relative uncertainty of 8\( \times 10^{-17} \).

It should be pointed out that the 1S–2S transition is not affected by quadrupole shifts, because neither the ground nor the excited state possesses a quadrupole moment.

With the assumptions made we find the largest systematic line shift to be on the order of \( 10^{-16} \) (dc Stark shift). The statistical uncertainty for a known line shape reads

\[
\Delta \nu_{1S\text{--}2S} = \frac{\Gamma}{S/N} = \frac{\Gamma}{\sqrt{N_{\text{He}^+}}}. \quad (20)
\]

The ionization-based detection method proposed above is virtually background free, so the signal-to-noise ratio \( S/N \) is limited by the total number of counts \( N_{\text{He}^+} \), which justifies the last equal sign. The linewidth of the comb modes in the infrared can be stabilized down to 1 Hz [17]. The corresponding linewidth in the xuv region has not been measured yet and depends on the noise processes involved in the HHG process. We assumed in the calculation of the excitation and ionization rates a linewidth of the comb modes narrower than the natural linewidth. Otherwise the rate would be reduced due to poor spectral overlap. For the calculation of the statistical uncertainty we are more pessimistic and conservatively assume a linewidth of 10 kHz. If we further assume an event rate of 0.1 Hz and a measurement time of \( 10^5 \text{ s} \), then the line center could be determined to within less than 50 Hz, which corresponds to a measurement on the \( 2 \times 10^{-14} \) level.

V. IMPACT ON QED

Testing a physical theory means to compare its predictions to experimental findings. The best tests therefore demand a system that can be both measured and calculated with very high accuracy. For a long time the confrontation of transition frequencies in atomic hydrogen with theoretical calculations has allowed for one of the best tests of bound-state QED [1,57]. The 1S–2S transition plays a prominent role because it possesses a particularly large line quality factor and can be excited in a Doppler-free arrangement with two photons. In hydrogen, theoretical predictions have been limited for many years by inconsistencies of the published values for the proton charge radius that is used as input to these calculations. Even though the nuclear-size-dependent term enters only with 4 parts in \( 10^{10} \) to the transition frequency, it contributes by far the largest uncertainty. Even worse, the various values for the proton charge radii discussed in the literature disagree by several standard uncertainties.

In comparison, absolute frequency measurements in \( \text{He}^+ \) are more promising because the contributions of higher-order QED effects are larger than the uncertainty due to the nuclear charge radius. In hydrogen, the \( B_{\text{iso}} \) and \( B_{\text{iso}} \) terms contribute with \( \approx 8 \) kHz, while the uncertainty of the proton charge radius amounts to 44 kHz. In contrast, in \( \text{He}^+ \), \( B_{\text{iso}} \) and \( B_{\text{iso}} \) are significantly larger and amount to \( \approx 543 \) kHz, which is twice as large as the uncertainty due to the nucleus of 295 kHz. The corresponding values are shown in Table II. \( \Delta E_{2S-1S} = E_{2S} - E_{1S} \) is the measured transition energy. We define the Lamb shifts \( \mathcal{L}_{1S} \) and \( \mathcal{L}_{2S} \) according to the generally adopted convention that recoil corrections, which are beyond the Dirac energy value but do not lift the \( 2S \) degeneracy, as well as hyperfine effects, are excluded from the definition of the Lamb shift \( \mathcal{L} \). Essentially, the Lamb shift is the sum of radiative corrections, effects due to the finite nuclear size and nuclear polarizability, and higher-order recoil (two-body effects) and radiative-recoil corrections. The following implicit definition [63] is the commonly adopted one, and reads

\[
E = c^2 m_{f} [f(n,j) - 1] = \frac{c^2 m_r^2}{2(m_r + M)} [f(n,j) - 1]^2 + \mathcal{L} + E_{\text{hf}}. \quad (21)
\]

Here, \( E \) is the energy level of the bound-two-body system (electron+nucleus), and \( f(n,j) \) is the dimensionless Dirac energy. For example, we have \( f(1, \frac{1}{2}) = f(1S) = \sqrt{1 - (Z\alpha)^2} \) and \( f(2, \frac{3}{2}) = f(2S) = \sqrt{\frac{5}{4} [1 + \sqrt{1 - (Z\alpha)^2}]^2} \) for the 1S and 2S states, respectively. The other symbols are as follows: \( m_{f}(M) \) is the reduced mass of the system, and \( E_{\text{hf}} \) is the energy shift due to hyperfine effects. The latter is absent for a spinless nucleus.

The difference in the Dirac energies, \( \Delta E_{2S-1S}^{\text{Dirac}} \), can be calculated for the 1S-2S transition with an uncertainty \( \Delta E_{2S-1S}^{\text{Dirac}} \). We use the relative uncertainty of the Rydberg constant, \( \Delta R_{\infty}/R_{\infty} = 6.6 \times 10^{-12} \) [61]. The Lamb shift difference \( \mathcal{L}_{2S} - \mathcal{L}_{1S} \) can be determined to the same absolute precision in frequency units from H spectroscopy because \( \Delta E_{2S-1S} \) has been measured [1] to an accuracy of \( 1.4 \times 10^{-14} \), much better than \( R_{\infty} \). Present knowledge of \( R_{\infty} \) comes mainly from precision spectroscopy of H(1S-2S), H(2S-3D), H(2S-2D), and similar transitions [2]. A more elaborate version of this approach is based on the method of least squares [2,64], and
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TABLE II. Comparison of H and $^4$He$^+$. This listing includes the transition frequency and critical contributions to the energy levels such as the Lamb shift $\Delta E$, some higher-order QED terms, and the energy shifts due to the nuclear size and polarizability. Uncertainties are given in parentheses. The nuclear-size corrections are calculated with the rms charge radii $R_p = 0.897(18)$ fm [58–59] for the proton and $R_p = 1.681(4)$ fm for the $\alpha$ particle [60]. The nuclear polarizability corrections are the results of calculations; see Eq. (A11) of Ref. [61] and Ref. [62] for the proton and the $\alpha$ particle, respectively. With regard to the potential improvement of the nuclear-size uncertainty due to the ongoing muonic hydrogen and muonic helium experiments, we note that the value in the last row for He$^+$(1S-2S) is obtained under the additional assumption that the nuclear polarizability correction of the $\mu^4$He 2S state can be calculated to 5% uncertainty.

<table>
<thead>
<tr>
<th>Frequencies</th>
<th>H(1S-2S) (kHz)</th>
<th>He$^+$(1S-2S) (kHz)</th>
<th>Z dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E_{2S-1S}$</td>
<td>$2.46 \times 10^{12}$</td>
<td>$9.869 \times 10^{12}$</td>
<td>$Z^2$</td>
</tr>
<tr>
<td>1S-2S natural linewidth</td>
<td>0.0013</td>
<td>0.084</td>
<td>$Z^6$</td>
</tr>
</tbody>
</table>

Selected individual contributions and theoretical Lamb shift values

| Uncertainty due to uncalculated higher-order terms (C$_{6\gamma}$, recoil, etc.) | $\pm 2$ | $\pm 100$ | $Z^{5-7}$ |

Some relevant uncertainties and projected improvements

<table>
<thead>
<tr>
<th>$\Delta E_{2S-1S}$</th>
<th>$2.46 \times 10^{12}$</th>
<th>$9.869 \times 10^{12}$</th>
<th>$Z^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S-2S natural linewidth</td>
<td>0.0013</td>
<td>0.084</td>
<td>$Z^6$</td>
</tr>
</tbody>
</table>

on the assumption that all currently measured accurate transitions can be described with a single coherent theory described by quantum electrodynamics, which covers all transitions among the hydrogenic bound states.

Deriving the Rydberg constant in this way, the main relevant input parameters are the H(1S-2S), H(2S-8D), and H(2S-12D) transitions. A measurement of the H(1S-3S) transition with increased accuracy (a realistic goal is on the level of 1 kHz precision) is currently being pursued at the Max-Planck-Institute of Quantum Optics (Garching) and at the Laboratoire Kastler-Brossel in Paris. If successful, these ongoing experiments would reduce the uncertainty in $R_e$ by a factor of 2, with a corresponding reduction in the contribution to the theoretical uncertainty of the He$^+$ frequencies due to the Rydberg constant.

Concerning the entry for $\Delta E_{1S-2S}$ in Table II, we note that the Lamb shift does not scale exactly as $Z^4$ because the leading term has an additional $\ln[(Z\alpha)^{-2}]$ dependence. Both at $Z=1$ and at $Z=2$, the dependence on $Z$ can be approximated by a noninteger power $\approx Z^{3.7}$. For the determination of the fractional power, it is crucial to take into account the dependence of the argument of the logarithm on the fine-structure constant, and the approximate value of the exponent slightly depends on the nuclear charge number. For $Z=1, 2$ the exponent is well approximated as 3.7.

The quoted theoretical uncertainties for the Lamb shift differences $\Delta E_{1S-2S}$ in H and He$^+$ take into account the recent investigations reported in Refs. [65–67] for H and in Ref. [68] for He$^+$. The theoretical uncertainties of these calculated Lamb shift differences result from quadratically adding the uncertainties of the nuclear-size term and computational uncertainties, where we note the reduction in the uncertainty of the nuclear-size correction for the Lamb shift difference $\Delta E_{1S-2S}$ by a factor of 7/8 in comparison to $\Delta E_{1S}$ as taken from Table 3 of Ref. [68]. The resulting relative uncertainty in He$^+$ of 3.7 ppm ($\pm 348$ kHz) is roughly half the size of the corresponding value in hydrogen (6.3 ppm or $\pm 44$ kHz) and is composed in almost equal parts of uncertainties in the nuclear size and computational uncertainties. This is in sharp contrast to the situation in hydrogen where no immediate progress is possible by improved calculations. The total theoretical uncertainties of the Lamb shift differences are presently a lot larger than their uncertainties due to the Rydberg constant alone (16 and 65 kHz, or 2.2 and 0.7 ppm, respectively, due to $R_e$).

We now turn to a brief discussion regarding the evaluation of the theoretical Lamb shift values from QED theory. In general, the long tradition of bound-state QED computations has led to precise values for many of the higher-order terms for the one-loop and two-loop self-energies, vacuum polarization, etc., as tabulated in Ref. [57] for H and in Ref. [68] for He$^+$. Many of these terms were calculated to such high numerical precision that we can disregard their uncertainty in the present context, as is evident, e.g., from Table 3 of Ref. [68]. In recent years, intensive studies of the higher-order two-loop corrections to the Lamb shift (with self-energy,
vacuum polarization, and mixed graphs) have been performed with two different methods. The first is based on an expansion in powers of $Z \alpha$ and $\ln((Z \alpha)^{-2})$, with coefficients labeled as $B_6$, $B_{10}$, and $B_{12}$, with $i \in \{0, 1, 2, 3\}$, and $B_7$ with $i \in \{0, 1, 2\}$, where the first index of the $B$ coefficients labels the power of $Z \alpha$ and the second index labels the power of the logarithm $\ln((Z \alpha)^{-2})$ (see Ref. [66]). The second method is based on a nonperturbative (in $Z \alpha$) numerical approach [67]. The $B_{10}$ coefficients have turned out to be surprisingly large, with a remaining contribution to $B_{10}$ due to high-energy virtual photons still being investigated. The convergence of this expansion is rather modest, and non-negligible contributions from unknown $B_7$ terms cannot be excluded.

Nonperturbative all-order calculations were performed first at high $Z$ and recently down to $Z=10$, and then extrapolated to $Z=1$. The result differs from the perturbative approach by nearly 7 kHz for the H(1S) two-loop shift. Moreover, following common practice (see also the discussion in Ref. [66]), we take half of this discrepancy as uncertainty, resulting in the 3 kHz theoretical uncertainty quoted in Table II for $B_{10}$ and $B_7$ terms. Obviously, these terms become quite large for He$^+$ because they scale as $Z^6$ and higher powers. Other uncalculated effects included in the two-loop uncertainty estimate are the three-loop $C_{10}$ term of order $\alpha^3(Z \alpha)^3$ in units of the electron mass and uncalculated higher-order recoil corrections.

The uncertainties of the nuclear radii could be reduced by a factor of 10–20 via a measurement of the 2S-2P energy difference in muonic hydrogen (denoted in the literature as $\mu H$; here we use $\mu H$) and muonic helium ions ($\mu^4$He$^+$), where the nuclear-size shift is an important part of the Lamb shift and can therefore be deduced with high accuracy. For $\mu H$, such a Lamb shift experiment is presently being performed at the Paul Scherrer Institute [69] using a pulsed infrared laser system ($\lambda=6 \mu m$, corresponding to $\Delta E_{\mu P}=0.2$ eV). The $\mu H$ experiment is very challenging for several reasons but appears to be simpler in $\mu^4$He$^+$. The cross sections for collisional 2S quenching are much smaller in the case of helium as compared to muonic hydrogen, and the muon experiment can thus be performed at significantly higher gas densities. In addition there are better detectors available for 8 keV photons from $\mu^4$He$^+(2P-1S)$ transitions than for 2 keV photons.

In order to provide a historical perspective, we note that for $\mu^4$He$^+$ red laser light (812 nm) is needed, and a 2S-2P resonance line was measured at CERN already in the 1970s [70]. The experiment [70] was based on a lifetime of the metastable $\mu^4$He$^+_2S$ state of at least 1 $\mu$s, but much shorter lifetimes were found by other groups at high He gas pressures [71,72]. A new laser experiment [73] was therefore initiated at low pressures, where collisional 2S quenching becomes negligibly small. No $\mu^4$He$^+(2S-2P)$ resonance line was found at the wavelength claimed by the previous experiment [70], which means that the search for this 2S-2P resonance is still an open task [73]. With the progress in laser technology and muon-beam intensities, such muonic Lamb shift experiments are feasible today.

A summary of transition frequencies, interesting contributions to the Lamb shift, and other data relevant to the current project is given in Table II. We note that the nuclear polarization correction for $^4$He$^+$ has been computed very recently for the first time [62]. The correction is numerically significant on the precision level which may be reached in the not-too-distant future.

To conclude the discussion, we note the current theoretical prediction for the 1S-2S transition frequency in $^4$He$^+$, which reads

$$\nu_{1S-2S}(^4\text{He}^+) = 9.868 \pm 0.005 \pm 0.006 \text{MHz},$$

(2)

where the uncertainty is obtained by quadratically adding the Lamb shift uncertainty of $\pm 348$ kHz and the uncertainty due to the Rydberg constant of $\pm 65$ kHz. A measurement of the 1S-3S transition in hydrogen on the level of 1 kHz would halve the uncertainty due to $R_e$. It is obvious for both $H$ and He$^+$ that higher-order QED contributions can be tested on a sensitive level only when better values for the nuclear radii become available from muonic Lamb shift measurements. If we assume, furthermore, that a moderate improvement of the $R_e$ uncertainty can be achieved (e.g., via a 1S-3S measurement), this will open the field for a very sensitive test of bound-state QED in the case of He$^+$, on the level of 50 kHz (0.5 ppm of the Lamb shift) or better. Due to the scaling of the interesting QED corrections with high powers of $Z$, we believe that He$^+$ offers promising opportunities in comparison to H. The number of theoretical digits that can be compared with experiments is currently about the same in hydrogen and He$^+$, but the scaling of the limiting contributions with $Z^6$ is 16 means that the same higher-order QED effects are tested already with more than one digit less experimental accuracy in He$^+$.

VI. SUMMARY AND OUTLOOK

We have discussed the feasibility of two-photon spectroscopy of the 1S-2S transition in He$^+$ using xuv frequency combs generated in external enhancement cavities and the impact of such a measurement on QED tests. The spectroscopy is shown to have a number of unique features in comparison to the vast majority of precision spectroscopy experiments on trapped ions. Most importantly, we note the ionization of the “clock” transition and the lack of a narrow-band laser to drive a strong cycling transition so that standard cooling and detection schemes fail.

Our analysis of the excitation and ionization dynamics shows that the power levels at 61 nm we expect ($P_{\text{xuv}} \sim 10^{10} - 10^{11} \mu W$) will be sufficient for spectroscopy, although tight focusing down to $< 10 \mu m$ and long interaction times are necessary to attain appreciable rates. This can conveniently be fulfilled by a sample of cold trapped He$^+$ ions. We propose to use the production of He$^{2+}$ ions as a signature for successful excitations. Auxiliary ions are introduced into the trap that sympathetically cool the He$^+$ ions and also serve as “detectors” for successful excitations via secular excitation. This detection scheme is virtually background free. Anticollinear axial excitation yields the highest rates but presents a significant experimental challenge, because of the need for temporal and spatial overlap of the short light pulses with the ions. Collinear radial excitation simplifies the ex-
precise nuclear radii from measurements on muonic helium provide valuable input for tests of bound-state QED. Higher-order corrections which currently cannot be tested in other hydrogenic systems would be accessible, especially if more precise nuclear radii from measurements on muonic helium and an improved Rydberg constant become available. The transition frequency can currently be predicted to within 350 kHz, corresponding to a relative uncertainty of 3.5 × 10^{-11}, equally limited by the accuracy of the charge radius and the B_{10} and B_{11} terms. An analysis of typical systematic errors promises uncertainties far below that level, on the order of 10^{-16}.
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[35] The tabulated transmission is higher, but in practice oxide layers reduce the transmission significantly.


[40] A one-photon transition, so the quasi-cw argument of a two-photon transition does not hold.


[53] This was part of the consistency checks in the calculation of the spectra.


